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ABSTRACT
Cuffless blood pressure (BP) monitoring is a critical task in the
cardiovascular diseases (CVDs) domain, commonly based on Pho-
toplethysmography (PPG) and Electrocardiogram (ECG) signals,
providing foresight into cardiac health. While ECG often delivers
better BP monitoring performance, the acquisition via straps and
patches leads to a poor user experience. On the contrary, PPG en-
ables continuous and convenient monitoring, but offers less infor-
mative references. A potential approach is to convert PPG signals
into ECG signals, ensuring both high convenience and optimal ac-
curacy. Converting PPG into ECG, however, involves a substan-
tial reduction in inherent entropy, necessitating a thorough under-
standing of the process and specific techniques to guide the ECG
generation. In this paper, we present a blood pressure monitoring
framework that achieves ECG-level performance using solely the
PPG signal. A diffusion model is introduced to conduct a selective
ECG-targeted generative process with the condition of PPG. Based
on our observation from the experimental investigation, a set of
techniques is developed to significantly enhance the model’s abil-
ity in generating high-quality ECG signals. Specifically, in the for-
ward process, we employ an adaptive search module to adapt the
QRS segment within the ECG waveform. In the reverse process,
we propose the scale alignment and frequency alignment modules
to better guide the generative process. Extensive experiments con-
ducted on two public datasets and one self-collected dataset demon-
strate the superior performance of our proposed framework, offer-
ing a groundbreaking perspective for PPG-based continuous blood
pressure monitoring.

CCS CONCEPTS
• Applied computing → Health informatics; • Computing
methodologies → Machine learning approaches; Modeling
and simulation; • General and reference→ Estimation.

KEYWORDS
Continuous Blood PressureMonitoring, PPG, DiffusionModel, ECG
Generation

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of thisworkmust be honored.
For all other uses, contact the owner/author(s).
SENSYS ’24, November 4–7, 2024, Hangzhou, China
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0697-4/24/11.
https://doi.org/10.1145/3666025.3699365

Traditional Cuff

PPG-based Device

ECG-based Device

Cuff-based
✅ accurate
❌ intermittent

PPG-based
✅ user-friendly
❌ low accuracy

ECG-based
✅ high accuracy
❌ uncomfortable

 BP Monitor

Figure 1: Different blood pressure measuring devices and
corresponding advantages and disadvantages.
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1 INTRODUCTION
As the leading risk factor of cardiovascular diseases (CVDs) [40],
hypertension has been commonly used as the critical criterion for
diagnosis and prevention. Consequently, precisely and continuously
monitoring blood pressure (BP) throughout individuals’ daily rou-
tines becomes imperative to facilitate early detection and inter-
vention for CVDs. Several categories of approaches have been ap-
plied to monitor BP, as shown in Figure 1, where there are three
types of devices: traditional cuff BP monitors, Photoplethysmogra-
phy (PPG)-based devices, and Electrocardiogram (ECG)-based de-
vices.The cuff-based BP monitoring device operates via cuffs, mak-
ing them cumbersome, inconvenient, and limited to episodic read-
ings. For a long time, ECG has been the gold standard [28, 38, 72]
for cuffless BP monitoring, providing crucial insights into diagnos-
ing numerous CVDs. However, their reliance on specialized equip-
ment and the method of acquisition involving straps and patches
have constrained their accessibility and affordability for monitor-
ing daily cardiac activities. In order to address these constraints,
Photoplethysmography (PPG) has emerged as a promising alter-
native, due to its non-invasive, cost-effective and easy-to-integrate
characteristics, for continuous blood pressure monitoring in wrist-
worn wearable devices. Nonetheless, compared to ECG, PPG mea-
sures blood volume changes but lacks the detailed cardiac insights
of ECG, limiting its use in CVDs.
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Figure 2: The ECG generated by RDDM exhibits limitations
in signal fidelity: misalignment of R-Peak, variability in am-
plitude, and distortions in QRS waveform.

This paper is motivated by an essential question: is it feasible
to achieve ECG-level performance for blood pressure monitoring us-
ing only the low-cost and convenient PPG signal? To harness the
convenience of PPG monitoring alongside the diagnostic utility
of ECG [63], PPG-to-ECG conversion has emerged as a promis-
ing albeit challenging alternative [64]. Previous generative mod-
els [65, 69, 80], however, fail to effectively manage the substantial
entropy reduction in the generative process, leading to a lack of
guidance in aligning key features between the signals and, conse-
quently, to unsatisfactory model performance. Despite commend-
able progress, there still exist significant performance disparities
when incorporating the generated ECG in BP estimation tasks com-
pared to utilizing the original ECG directly.

In this paper, we first investigate the reasons why existing gen-
erative models fail to produce high-quality ECG signals using only
PPG as inputs. The Region-Disentangled Diffusion Model (RDDM)
[69] is the state-of-the-art diffusion model for PPG to ECG conver-
sion. It makes a minor modification to the basic diffusion model
by introducing a region of interest (ROI)-guided forward process,
where it employs a fixed window size to locate QRS regions. Fig-
ure 2 illustrates the performance of RDDM in generating the ECG
signal with the PTT-PPG dataset [45]. The ECG signal is primar-
ily comprised of three components: the P wave, the QRS complex,
and the T wave. The P wave represents atrial depolarization, the
QRS complex indicates ventricular depolarization, and the T wave
reflects ventricular repolarization. As depicted in Figure 2, signifi-
cant discrepancies in R-peak, amplitude range, and QRS complex
are observed between the original ECG and the generated one by
RDDM. In detail, the failure of the R-peak reconstruction is pri-
marily due to the scale misalignment. The original R-peak is dis-
tinct and sharp, while the generated R-peak is misaligned, poten-
tially leading to misidentification of heartbeat timing. Meanwhile,
RDDM does not generate the correct amplitude range of the ECG
signal, as indicated by the highlighted area. Accurate amplitude
representation is essential for assessing the signal’s overall qual-
ity. Additionally, RDDM fails to accurately reproduce the shape
and amplitude characteristics of the original QRS complex, which
are crucial for identifying heartbeats. These observations suggest
that the simple enhancement made by RDDM to the basic diffu-
sion model is insufficient to address the complexities involved in

ECG generation. It struggles with preserving critical details such
as the R-peaks, signal amplitude range, and QRS complex. These
deficiencies impair the model’s effectiveness in consistently and
accurately monitoring BP situations that require precise ECG sig-
nal interpretation.

Recognizing the significance of local details in the generated
ECG waveform for continuous BP monitoring, we propose a PPG-
conditional Generativemodel-based framework (PPGG) to enhance
continuous blood pressure monitoring. In the forward process, we
develop a QRS adaptive search module to locate the QRS complex
so that we can selectively add noise to specific regions of inter-
est (QRS or non-QRS) in the ECG and align them in the gener-
ation process. This approach avoids the inaccuracies associated
with fixed windows and provides a potential alignment constraint
for more targeted ECG generation in the subsequent reverse pro-
cess. In the reverse process, the decoder denoises both QRS and
non-QRS regions under a PPG condition. It is worth noting that
we abandon the fixed QRS region localization approach, opting in-
stead for adaptive localization along signal variations. In particu-
lar, based on our unique findings, except for the alignment of QRS
complex, we design alignment modules for both scale-wise and
frequency-wise features, enabling capturing complex temporal dy-
namics and frequency intricacies of ECG signals to improve the
generation quality. Additionally, we design a BiLSTM-based BP
estimator, which processes information in both forward and back-
ward directions.Thismethod is better at capturing the crucial influ-
ences of preceding and subsequent signals on blood pressure than
simple feedforward networks like U-Net. Finally, our end-to-end
framework incorporates the blood pressure estimation loss into
the training process, ensuring that the model directly optimizes
for blood pressure prediction alongside ECG generation.

We conduct extensive experiments based on two public datasets,
and one self-collected dataset in real-world scenarios. We compre-
hensively evaluate the effectiveness of our proposed PPGG frame-
work and compare it with multiple baselines and state-of-the-art
(SOTA) models. The results indicate that PPGG significantly out-
performs SOTA models. On average, it reduces the MAE by 36.5%
for SBP estimation and 28.1% for DBP estimation, respectively. In
the PTT-PPG dataset, the ECG signal generated by PPGG surpris-
ingly outperforms the original ECG signal in BP estimation. The
real-world experiments using the self-collected dataset demonstrate
the effectiveness of PPGG over a continuous three-day period, sug-
gesting its potential for long-term continuous blood pressure mon-
itoring in real-life scenarios.

Our main contributions are summarized as follows:

• We observed the unsatisfactory performance of generating
ECG from PPG using SOTA models, and identified the ma-
jor reasons behind. They fail to account for the inherent
entropy-reducing nature of the PPG-to-ECG transformation,
leading to poor alignment of key features and inaccurate es-
timation.

• Wepropose PPGG, a novel PPG-based generative framework,
which reconstructs the ECG signalwith PPG condition, specif-
ically for BP monitoring. To the best of our knowledge, this
is the first end-to-end diffusion model-based framework for
BP monitoring.
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• We design a set of techniques to guide the entropy-reducing
process in generating the ECG for BP monitoring. In the for-
ward process, we employ a QRS adaptive search module to
adapt the QRS segment within the ECG waveform. In the
reverse process, we propose the scale and frequency align-
ment modules. In the former, we ensure the alignment of
the R-peak position and the signal amplitude range; in the
latter, the consistency of the R-peck frequency is guaran-
teed. We adopt a BiLSTM-based BP estimator to capture the
key temporal dependencies in the blood pressure signal. Ad-
ditionally, our end-to-end framework integrates blood pres-
sure estimation loss, optimizing the model for precise blood
pressure estimation concurrent with ECG generation.

• Comprehensive experiments are conducted based on two
popular datasets to evaluate the quality of the generated
ECG for BP estimation. We also validate the model’s practi-
cal applicability over a continuous three-day period through
a real-world case study.

The rest of this paper is organized as follows: Section 2 presents
the background and motivation. In Section 3, we introduce the pro-
posed model, detailing its components and theoretical foundations.
Section 4 describes the experimental setup, including the datasets,
data pre-processing, and evaluation metrics used to evaluate the
model. Section 5 discusses the results and provides an in-depth
analysis of the findings. Section 6 reviews related work, situating
our research within the existing literature. Finally, Section 7 con-
cludes the paper by summarizing the key points and suggesting
future research directions.

2 BACKGROUND AND MOTIVATION
2.1 Classic Blood Pressure Monitoring
Cuff-based methods. Initially, BP measurements [10, 52] were
conducted manually by Stephen Hales in 1733 [79], who measured
BP by inserting a glass tube into the artery of a horse and then ob-
serving the fluctuations of the blood in such tube. The demand for
improved user experience has resulted in numerous non-invasive
blood BPmeasurement techniques.Thefirst non-invasive approach
was proposed by Scipione Riva-Rocci [76] in 1896 with the inven-
tion of the pneumatic cuff. In 1905, Nikolai Korotkoff discovered
the Korotkoff sounds, which established the manual auscultatory
method still in use today. Oscillometry [9, 46, 60] is another non-
invasive and automatic cuff-based method, which is currently the
most widely used in clinical practice. The primary limitation of
cuff-based BP monitoring lies in its discontinuous nature.

ECG-based methods. The gold standard status of ECG in non-
invasive BPmonitoring [28, 38, 72] stems from its capacity to serve
as a crucial electrical indicator of cardiac activity.The interrelation
between segments of the ECG and BP plays a pivotal role in eluci-
dating cardiacmechanics. As shown in Figure 3, the Pwave[38, 66],
which denotes atrial contraction, indirectly contributes to the en-
hancement of blood volume during ventricular contraction, poten-
tially leading to a transient rise in systolic blood pressure by pro-
moting adequate ventricular preload. Moreover, the QRS complex
[30, 31], signifying ventricular contraction, exerts a direct influ-
ence on systolic blood pressure through its attributes such as width
and morphology, denoting the force and rapidity of ventricular
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Figure 3: Standard ECG waveform intervals, including RR
interval, and their correlations with systolic (SBP) and dias-
tolic blood pressure (DBP).

contraction. Furthermore, the T wave [31], which marks ventricu-
lar relaxation, is vital for cardiac preparation for subsequent filling
and contraction cycles. This relaxation phase indirectly modulates
diastolic blood pressure, with any abnormalities suggesting poten-
tial complications in ventricular relaxation that may impair car-
diac output and the regulation of blood pressure. An alternative
perspective posits that the amplitude of the R wave [15, 51, 78]
may correlate with the contractile force of the left ventricle, while
subtle fluctuations in the R-peak could be indicative of autonomic
nervous system regulation.This system plays a crucial role in mod-
ulating vascular tension, which in turn influences blood pressure.
Furthermore, alterations in heart rate [2, 18] are indicative of shifts
in blood flow requirements, thereby mirroring variations in blood
pressure.The main drawback of ECG-based methods is the uncom-
fortable user experience.

PPG-based methods. Recently, PPG-based methods [67, 81]
are gaining prominence due to their continuous and non-invasive
monitoring characteristics, especially the user-friendly experience.
PPG [21] measures blood volume changes in themicrovascular bed
of tissue, providing indirect BP measurements. These techniques
benefit from advancements in machine learning and signal pro-
cessing, enhancing the precision and reliability of BP monitoring.
However, compared to ECG signals, PPG signals [81] exhibit a less
direct correlation with blood pressure. That is why PPG often has
less measurement accuracy than ECG. Even so, PPG-based meth-
ods [16, 49] still appeal to many interests from both academia and
industry and now many researchers and engineers strive to im-
prove the accuracy of PPG-based methods, aiming to achieve con-
tinuous, accurate, and user-friendly BP monitoring for people’s
daily life.

2.2 Reconstructing ECG for BP Monitoring
ECG contains more detailed information about the heart’s electri-
cal activity compared to PPG. Since blood pressure is closely re-
lated to the dynamics of cardiac cycles and electrical conduction,
ECG signals offer better predictive power for estimating blood pres-
sure.
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Figure 4: Basic framework of the diffusion model.

PPG-to-ECG conversion. Researchers have endeavored to re-
construct the ECG signal from the PPG signal from three main as-
pects, i.e., Bio-feature-basedmethods, CNN-basedmodels, and gen-
erative models for direct conversion. The Bio-feature-based meth-
ods [87] fail to capture the nonlinear relationship between the two
domains, thereby reducing the quality of ECG reconstruction. CNN-
based models [4] normally blindly look for and extract representa-
tions in PPG and ECG. However, the lack of contextual information
and the limited sensitivity to complex conditions pose insurmount-
able constraints in practical scenarios. Recently, various generative
models have been studied for reconstructing the ECG, including
GAN-based [65, 80], Transformer-based [37], and flow-based [69]
models. Among these, the flow-based models (diffusion models)
show a high potential in reconstructing high-quality ECG signals.
However, their performance suffers from degradation and instabil-
ity in BP monitoring tasks due to a lack of in-depth understanding
and proper guidance for the conversion process.

Diffusion model. Figure 4 depicts the basic framework of the
diffusion model, which operates in two main processes: the for-
ward process and the reverse process. In the forward process, the
original signal𝑋0 undergoes successive transformations, resulting
in increasingly noisy versions 𝑋1, 𝑋2, . . . , 𝑋𝑇 . The reverse process
then uses the noisy signal 𝑋𝑇 to reconstruct the original signal
through a series of denoising steps, ultimately generating 𝑋0 from
𝑋𝑇 . The transition from 𝑋𝑇 to 𝑋𝑇−1 is modeled by a learned prob-
ability distribution 𝑝𝜃 (𝑋𝑇−1 | 𝑋𝑇 ). When a condition containing
useful information is added in the reverse process, the system’s
state space is constrained or simplified, reducing possibilities and
randomness, thereby decreasing the system’s entropy. Specifically,
this condition may provide some prior knowledge or specific con-
straints, thus reducing the system’s degrees of freedom. As the dif-
fusion model is designed to iteratively add and remove noise in the
data, making them ideal for generating high-quality synthetic sig-
nals fromnoisy or incomplete data.When iteratively addingGauss-
ian noise in the data, it significantly expands the space to ensure a
more complete representation searching. The iterative refinement
process helps to model the data more accurately, allowing for a
larger and more comprehensive feature space that better captures
the nuances of physiological signals.

2.3 Motivation
Experimental investigation. As shown in Figure 2, we observed
unsatisfactory ECG reconstruction details utilizing the SOTA dif-
fusion model RDDM [69]. The limitations mainly consist of dis-
tortions in the QRS waveform, variability in signal amplitude, and
misalignment of R-Peak. To this end, we anticipate that incorporat-
ing targeted alignment modules and constraints may address these
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Figure 5: Experimental investigation on the feasibility of in-
corporating targeted alignment modules and constraints to
improve the quality of generated ECG.

issues and improve the reconstruction quality. To validate our hy-
potheses, we conduct two experiments using Amplitude Normal-
ization and Peak Alignment to underscore the importance of ECG
waveform details. Figure 5(a) and (b) plot the original ECG signal
and the ECG signal generated from PPG measurements by RDDM,
respectively. In Experiment 1, our objective is to adjust the gen-
erated ECG signal so that its maximum and minimum values are
close to or equal to those of the original ECG signal. We begin by
calculating the maximum and minimum values of both the origi-
nal and generated ECG. The scaling factor is computed using the
formula scale_factor = maxorig −minorig

maxgen −mingen
. This factor is applied to the

generated ECG using ECG_gen_scaled = (ECG_gen − mingen) ×
scale_factor + minorig. To validate the results, we re-calculate the
maximum andminimum values of the scaled-generated ECG to en-
sure they match those of the original signal. The result is plotted in
Figure 5(c). Experiment 2 aims to align the peaks of the generated
ECGwith those of the original ECGusing the interpolationmethod
to cope with the frequency mismatch. We detect the R-peak po-
sitions in both signals and calculate the time differences between
each pair of corresponding peaks with Δ𝑡𝑖 = 𝑡orig,𝑖 −𝑡gen,𝑖 . The gen-
erated ECG is then adjusted by shifting it in time to align all peaks
using interpolation: ECG_gen_aligned(𝑡) = ECG_gen(𝑡 − Δ𝑡). Fi-
nally, we validate the results by re-detecting the peak positions in
the aligned generated signal to confirm that they match the peak
positions in the original ECG. The result is plotted in Figure 5(d).
Then, we use the aligned ECG signals from the two experiments for
BP estimation and compare their performance with the unaligned
ECG signal (Figure 5(b)). The results on the PTT-PPG dataset show
that the MAE for SBP estimation is improved from 3.28 to 2.95 in
Experiment 1 and 2.87 in Experiment 2, respectively.

QRS Adaptive Search. The QRS complex represents rapid de-
polarization of the ventricular muscles of the heart [27, 36], a cru-
cial phase in the cardiac cycle necessary for effective blood pump-
ing. The configuration, duration, and orientation of the QRS com-
plex provide vital insights into cardiac health and are pivotal in



Advancing PPG-Based Continuous Blood Pressure Monitoring from a Generative Perspective SENSYS ’24, November 4–7, 2024, Hangzhou, China

X0 X1 ... XT Xt
[p] Xt X0

...

Forward process

XT

~N(0, I)

~N(0, I)

Training
InferenceX0： C：Input PPG

Forward process：
Incorporate Gaussian noise

Reverse process：Denoising U-Net

QRS Adaptive
Search

X0：

v

Reverse  process

Frequency Alignm
ent

C

v

BiLSTM layer

Dense layer

SBP
DBP

BP Estimator
... X1Xt ...

X1 Xt

    Scale Alignm
ent    

Xt
[p] Xt X0

Reverse  process

Frequency Alignm
ent

C

v

BiLSTM layer

Dense layer

SBP
DBP

BP Estimator
... X1

    Scale Alignm
ent    

Input original ECG

Generated ECG

：

：

Parameters for non-QRS regions

Parameters for QRS regions
SBP/DBP:  
Systolic/Diastolic Blood Pressure

Figure 6: Overview of the proposed PPGG framework for blood pressure monitoring.

estimating blood pressure [14, 25]. SOTA models, e.g., RDDM [69],
employ a fixedwindow approach to detect theQRS segment, which
overlooks variations in the QRS complex that could indicate un-
derlying cardiac conditions, such as changes in cardiac pumping
capability, vascular resistance, or blood volume, which impact the
efficiency of heart pumping. For instance, conditions like ventricu-
lar hypertrophy or intraventricular conduction delay can broaden
the QRS complex [5, 6], potentially affecting cardiac output and
thereby influencing blood pressure. Thus, we consider an adaptive
approach for identifying the QRS segment, aiming to more accu-
rately pinpoint its features and enable continuous and accurate
tracking of BP changes.

3 PROPOSED MODEL
3.1 Overview
Inspired by our aforementioned motivations, we propose an end-
to-end framework PPGG, as shown in Figure 6, which comprises a
forward process incorporating aQRS adaptive searchmodule and a
reverse process that includes PPG-conditional denoising and scale-
wise and frequency-wise alignment modules, finally followed by a
blood pressure estimator. In the training phase, the pre-processed
ECG is first fed into the forward process and then the PPG is in-
jected into the reverse process as a condition, resulting in PPG-
conditional generated ECG signals. Subsequently, both the PPG
and the generated ECG are utilized for blood pressure estimation.
In the inference phase, the model relies on only PPG input.

3.2 Forward Process
As shown in Figure 4, diffusion models [73] are composed of two
phases. The forward process, denoted as 𝑞(𝑥𝑡 |𝑥𝑡−1), operates with

a Markov chain mechanism, systematically incorporating Gauss-
ian noise at each sequential timestep, denoted by 𝑡 .

𝑞(𝑥𝑇 |𝑥0) =
𝑇∏
𝑡=1

𝑞(𝑥𝑡 |𝑥𝑡−1),

where 𝑞(𝑥𝑡 |𝑥𝑡−1) ∼ N (𝑥𝑡 ;
√
1 − 𝛿𝑡𝑥𝑡−1, 𝛿𝑡 𝐼 ) .

(1)

Here, 𝑥0 means a clean singal, and 𝛿𝑡 represents a small positive
constant acquired from a fixed variance schedule 𝛿1, 𝛿2, ..., 𝛿𝑇 . De-
fine 𝛽𝑡 := 1−𝛿𝑡 and 𝛽𝑡 :=

∏𝑇
𝑠=1 𝛽𝑠 , then the forward process yields

a sample at timestep 𝑡 , notated as 𝑥𝑡 :

𝑥𝑡 =
√
𝛽𝑡𝑥0 +

√
1 − 𝛽𝑡𝜖, 𝜖 ∼ N(0, 𝐼 ) . (2)

We model the reverse process as a Markov chain by adopting a
parameterized Gaussian transition 𝑝𝜃 (𝑥𝑡−1 |𝑥𝑡 ).

𝑝𝜃 (𝑥𝑡−1 |𝑥𝑡 ) ∼ N (𝑥𝑡−1; 𝜇0 (𝑥𝑡 , 𝑡), 𝜎2𝑡 𝐼 ), (3)

where 𝜇0 (𝑥𝑡 , 𝑡) = 1√
𝛼𝑡

(
𝑥𝑡 − 1−𝛽𝑡√

1−𝛽𝑡
𝜖𝑡 (𝑥𝑡 , 𝑡)

)
. The diffusion model

𝜖𝑡 can be optimized based on the input signal 𝑐 , making the condi-
tional goal as:

𝐿(𝜃 ) = ∥𝜖 − 𝜖𝑡 (
√
𝛽𝑡𝑥0 +

√
1 − 𝛽𝑡𝜖, 𝑐, 𝑡)∥2 . (4)

In PPGG, we generate the ECG signals 𝑥0 by using the correspond-
ing PPG signal as the input condition 𝑐 .

QRS adaptive search. Considering the crucial role of the QRS
complex for BP monitoring, as shown in Figure 6, we incorporate
a QRS adaptive search module into the standard forward process
to adaptively locate specific regions of interest (ROI) (QRS or non-
QRS) with the waveform’s variation. The QRS region is dynami-
cally selected as the region between the Q-peak and S-peak for
each heartbeat.
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Pan-Tompkins Algorithm [54] is used to detect R-peaks in the
ECG signal in real-time.The Pan-Tompkins algorithm is widely ap-
plied in wearable devices and real-time monitoring systems [1, 35,
50] due to its simple structure, ease of implementation, and robust
adaptability to various types of ECG signals. Specifically, the algo-
rithm first applies a first-order derivative operator to compute the
time derivative of the ECG signal. Then, the squared values of the
derivative signal at each point are calculated. This step enhances
the amplitude of the signal differences (especially at R-peaks), help-
ing to further amplify the R-peak features. Next, a sliding window
integration (or moving average) is applied to the squared signal,
with the window size chosen to be approximately equivalent to
the heart rate cycle. This integration smooths the signal and helps
emphasize the QRS complex features.

Following this, a threshold based on the statistical data from
previous heartbeats is dynamically adjusted to detect the R-peaks.
Once the R-peak is detected, the Q-peak is typically identified as
the first major wave before the R-peak by searching for a local min-
imum point before the R-peak. The S-peak occurs after the R-peak
and is usually the first significant downward deflection. Similarly,
the S-peak is detected by searching for a local minimum within a
fixed window after the R-wave. Specifically, we use the first or sec-
ond derivative of the ECG signal to locate the peaks and valleys, as
the derivative tends to zero at these points. This approach ensures
better accuracy in QRS complex detection, even under challeng-
ing conditions like signal noise or physiological variability. Conse-
quently, we adopt a binary mask vector𝑚 with the same shape of
𝑥 :

𝑚[𝑖] =
{
1, if 𝑖𝑞 ≤ 𝑖 ≤ 𝑖𝑠

0, otherwise,
(5)

where 𝑖𝑞 indicates the QRS complex’s Q-peak, located before the
R-peak, and 𝑖𝑠 refers to the S-peak, located after the R-peaks. After
obtaining the mask vector𝑚, we selectively and sequentially add
noise to the QRS and non-QRS regions along the forward steps.
Therefore, the QRS adaptive search-centric forward trajectory can
be formulated as:

𝑥𝑡 =
√
𝛽𝑡𝑥0 +

√
1 − 𝛽𝑡 (𝑚 · 𝜖), 𝜖 ∼ N(0, 𝐼 ). (6)

where t is between 0 and T/2, followed by

𝑥𝑡 =
√
𝛽𝑡𝑥𝑇 /2 +

√
1 − 𝛽𝑡 (�̃� · 𝜖), 𝜖 ∼ N(0, 𝐼 ) . (7)

where t is between T/2 and T, and �̃� means the mask vector for
the non-QRS region, which is the bitwise NOT of𝑚.

3.3 Reverse Process
In the reverse process, we estimate the reverse transition 𝑝𝜃 (𝑥𝑡 |𝑥𝑇 )
by utilizing the objective 𝐿𝑞 :

𝐿𝑞 = 𝜆1∥(𝑚 · 𝜖) − 𝜖𝑡 (𝑥𝑡 , 𝑐, 𝑡)∥2 + 𝜆2∥(𝑥𝑇 − 𝑥𝑡 ) − x[𝑝 ]𝑡 ∥2, (8)

where 𝜆1 and 𝜆2 are hyper-parameters. The first part learns to de-
noise the precise QRS complex, and the second part focuses on
the non-QRS regions, clearly segregating the denoising process of
critical ECG areas. 𝜆1 and 𝜆2 are set to 100 and 1, respectively, to
emphasize the importance of denoising the QRS segment.

Algorithm 1 PPGG Training
repeat

x0 ∼ 𝑞(x0)
𝑡 ∼ Uniform({1, . . . ,𝑇 })
𝜖 ∼ N(0, I)
Apply QRS mask:𝑚 · 𝜖
Compute x𝑇 =

√
𝛽𝑡𝑥𝑇 /2 +

√
1 − 𝛽𝑡 (�̃� · 𝜖)

Estimate x[𝑝 ]𝑡 = 𝑝𝜃 (x𝑡 , 𝑐, 𝑡)
Calculate 𝐿𝑞 = 𝜆1∥(𝑚·𝜖)−𝜖𝑡 (𝑥𝑡 , 𝑐, 𝑡)∥2+𝜆2∥(𝑥𝑇−𝑥𝑡 )−x

[𝑝 ]
𝑡 ∥2

Calculate 𝐿𝑎 = 𝐿scale + 𝐿freq

Calculate 𝐿bp = 1
𝑁

∑𝑁
𝑖=1

(
𝑦real,𝑖 − 𝑦pred,𝑖

)2
Calculate overall gradient as: ∇

[
𝐿𝑞 + 𝐿𝑎 + 𝐿bp

]
until converged

In detail, the 𝐿𝑞 function guides the learning of 𝜖𝑡 for QRS re-
finement. Specifically, the first term ∥(𝑚 · 𝜖) − 𝜖𝑡 (𝑥𝑡 , 𝑐, 𝑡)∥2 en-
ables 𝜖𝑡 to estimate noise which, once removed from the signal,
improves the QRS morphology and detail fidelity. This is accom-
plished by reducing the difference between the QRS noise (𝑚 · 𝜖)
and the noise generated by 𝜖𝑡 , which is responsible for learning and
capturing both global and fine-grained details of the ECG signal,
particularly those related to the critical QRS complexes that corre-
spond to key cardiac electrical activity. In the second term, x[𝑝 ]𝑡 =
𝑝𝜃 (x𝑡 , 𝑐, 𝑡) learns to denoise the non-QRS parts of the ECG signals,
thus ∥(𝑥𝑇 − 𝑥𝑡 ) − x[𝑝 ]𝑡 ∥2 indicates the variance between non-QRS
parts and the corresponding signal restored by 𝑝𝜃 (x𝑡 , 𝑐, 𝑡), ensur-
ing the overall integrity of the ECG signals. The training algorithm
of PPGG is outlined in Algorithm 1. The 𝑇 is configured to a con-
stant value of 50.

AlignmentModules.Thecorrelation between ECG signals and
blood pressure is mainly focused on the position of the R peak,
the amplitude range, and the QRS complex. The QRS complex is
aligned through the QRS adaptive search-guided forward process.
To further improve the quality of the reconstructed ECG signals,
we employ a scale alignment module and a frequency alignment
module. In the former, the Pan-Tompkin [58] method is used to
detect the R peaks in ECG. The loss for R-peak position alignment
is given by the mean absolute error between the predicted R-peaks
and the true R-peaks:

𝐿position =
1

𝑁min

𝑁min∑
𝑖=1

|𝑝𝑔𝑖 − 𝑝𝑡𝑖 |, (9)

where 𝑁min is the minimum number of R-peaks between the gen-
erated and true ECG signals, 𝑝𝑔𝑖 is the position of the 𝑖-th R-peak
in the generated ECG, and 𝑝𝑡𝑖 is the position of the 𝑖-th R-peak in
the true ECG signal. For the amplitude alignment, we consider the
maximum deviation in the amplitude within the signals:

𝐿amplitude = |𝐸𝑔 − 𝐸𝑡 |, (10)

where 𝐸𝑔 represents the maximum amplitude difference of the gen-
erated ECG signal, and 𝐸𝑡 represents the corresponding value in
the true ECG signal. Therefore, the scale alignment loss can be
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calculated as:
𝐿scale = 𝐿position + 𝐿amplitude . (11)

Similarly, in the frequency alignment, the loss function is de-
noted as 𝐿freq, which is given by the absolute difference between
the generated and the target heart rate within a segment. Here, 𝑁𝑔

represents the heart rate of the generated ECG, calculated as the
number of corresponding R-peaks per unit time. 𝑁𝑡 represents the
corresponding part in the original ECG signal.

𝐿freq = |𝑁𝑔 − 𝑁𝑡 |. (12)
Finally, the loss function in alignment modules can be calculated
as:

𝐿𝑎 = 𝐿scale + 𝐿freq . (13)

3.4 Blood Pressure Estimator
For the blood pressure estimator, we opted for a Bidirectional Long
Short-Term Memory (BiLSTM) model, which can create a compre-
hensive feature representation for the input signals [71]. And we
show and explain the effects of different estimators in the subse-
quent Section 5.3. As shown in Figure 6, the generated ECG from
the reverse process and the initial PPG signals are both fed into
the BiLSTM layer, where the temporal features within the signals
are captured. Specifically, BiLSTM connects the two hidden layers
of LSTM to the output layer. Having two LSTMs as one layer en-
hances the learning of long-term dependencies and, along these
lines, subsequently improves model performance. As the forward
LSTM layer output sequence is obtained in a common way as the
unidirectional one, the backward LSTM layer output sequence is
calculated using the reversed inputs from time 𝑡 − 1 to 𝑡 −𝑛. These
output sequences are then fed to be combined into an output vec-
tor yt. Similar to the LSTM layer, the final output of a BiLSTM
layer can be represented by a vector, Yt = [𝑦𝑡−𝑛, . . . , 𝑦𝑡−1], in
which the last element, 𝑦𝑡−1, is the estimated blood pressure for
the next iteration. After feature extraction through the BiLSTM
layer, the outputs are passed to a dense neural network layer. This
layer has two neurons, each corresponding to a blood pressure
type: one for SBP and the other for DBP. This layer’s function is
essentially a regression task where the learned features from the
BiLSTM are mapped to blood pressure values. The weights in this
dense layer learn to predict blood pressure based on the temporal
features provided by the BiLSTM. The loss function for BP esti-
mation is: 𝐿bp = 1

𝑁

∑𝑁
𝑖=1

(
𝑦real,𝑖 − 𝑦pred,𝑖

)2
, where 𝑦real and 𝑦pred

represent the real and predicted values of BP, respectively.
Overall training objective. In our proposed PPGG, the overall

training objective is summarized as follows:
Loverall = 𝐿𝑞 + 𝐿𝑎 + 𝐿bp (14)

4 EXPERIMENTS
4.1 Datasets and Implementation Details
Datasets. Our experiments are mainly conducted based on two
public datasets and a self-collected dataset. The PTT-PPG dataset,
released in 2022 [45], contains data collected from 22 healthy sub-
jects at the University of Sydney as they engaged in three activities.
It includes PPG signals, inertial data, ECG signals, blood pressure,
and SpO2 levels. The activities performed in random order were

Table 1: Statistics of MIMIC II and PTT-PPG Datasets.

MIMIC II PTT-PPG
Age range 15∼101 20∼53
Average age 65.5 28.5
Female (%) 9,013 (43.8%) 6 (27.3%)
Male (%) 17,857 (56.2%) 16 (72.7%)
Subjects 26,870 22

Data source Patients with
bedside monitors

healthy subjects
at USYD

Sampling
rate (Hz) 125 500

PPG device
Philips IntelliVue /

GE Healthcare
Bedside Monitors

MAX30101
PPG sensors

ECG device
Philips IntelliVue /

GE Healthcare
Bedside Monitors

Not mentioned

sitting, stationary, walking, and running. The MIMIC II dataset
[62] was compiled by MIT researchers. It contains anonymized
records of ICU patients. It consists of thousands of PPG, ECG, and
BP signals recorded from various hospitals between 2001 and 2008.
The BP data come from various sources: AOBP (Automated Of-
fice Blood Pressure), NBP (Noninvasive Arterial Blood Pressure),
and PAWP (Pulmonary Artery Wedge Pressure). These measure-
ment methods provide us with blood pressure readings under dif-
ferent conditions, aiding in the assessment and monitoring of car-
diovascular health. Our self-collected dataset was conducted by
two individuals (one female and one male), measuring blood pres-
sure changes before and after meals, reflecting the physiological
effects of digestion. We use an Omron cuff BP monitor for mea-
suring blood pressure, a Polar device for sensing ECG, and a Mi4
Smart Band for collecting PPG. The blood pressure was measured
every 10 minutes before and after meals while ECG and PPG data
were continuously recorded.We focused on the half-hour intervals
around meal times to evaluate the sensitivity and accuracy of de-
tecting blood pressure fluctuations due to dietary intake.

Dataset analysis. Table 1 highlights the key differences be-
tween the MIMIC II and PTT-PPG datasets. The MIMIC II dataset
has a broad age range from 15 to 101 years, with an average age
of 65.5 years. It includes 9,013 females (43.8%) and 17,857 males
(56.2%). High-end devices such as the Philips IntelliVue [57] and
GE Healthcare Bedside Monitors [22] were used to collect PPG
and ECG data, with a sampling frequency of 125 Hz. Addition-
ally, MIMIC II includes detailed patient data collected in inten-
sive care units, such as vital signs, medications, laboratory results,
and more, offering a comprehensive view of patient care and out-
comes. In contrast, the PTT-PPG dataset is more narrowly focused,
with an age range of 20 to 53 years and an average age of 28.5
years. It includes 6 females (27.3%) and 16 males (72.7%). Data col-
lection for PTT-PPG comes from the University of Sydney and
includes devices such as the MAX30101 PPG sensors. The sam-
pling frequency for PPG and ECG data in this dataset is 500Hz.
The smaller, more homogeneous sample size of PTT-PPG makes it
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Figure 7: (a) Visual comparison of reconstructed ECG signals on the MIMIC II and PTT-PPG datasets.The left-side coordinates
represent the original PPG, the original ECG, and the reconstructed ECG generated by DDPM, RDDM, and PPGG. PPGG con-
sistently outperforms DDPM and RDDM. (b) Visual comparison of reconstructed ECG and original ECG with and without two
alignments on the MIMIC II dataset.

more suited for specific, controlled studies rather than broad clini-
cal applications. Overall, MIMIC II offers a more diverse and exten-
sive dataset derived from clinical settings, and PTT-PPG provides
a focused dataset with specific age and gender distributions.

Data pre-processing.Our approach adheres to established pro-
tocols [43] for ECG and PPG signals. Initially, we conduct a resam-
pling of both modalities to a frequency of 125 Hz. This is followed
by a highpass filter of the Butterworth variety, with a threshold fre-
quency of 0.5 Hz, to the ECG data. In parallel, PPG data undergo a
filtration process utilizing a Butterworth filter that operates within
a bandpass range of 0.5 to 8 Hz. To account for inter-subject vari-
ability, we implement z-score normalization on a per-subject basis.
The final step involves the segmentation of the signals into win-
dows of 4 seconds each, serving as the foundational data for train-
ing our model. Each dataset is randomly split into a training set
(80%) and a test set (20%).

Train setup. PPGG is optimized on 2 NVIDIA A100 GPUs, uti-
lizing a batch size of 512. The optimization process is governed by
the AdamW algorithm.This configuration is sustained throughout
400 epochs. We implement a consistent linear variance scheduler,
with the 𝛽 parameter ranging from 0.0001 to 0.2, details of which
are elaborated in Section 5.

Models in comparison. We compare PPGG with various gen-
erative models. CycleGAN [44] uses a cycle generative adversar-
ial network which extends the GAN architecture to generate ECG
from PPG for blood pressure estimation.GDCAE [61] is an autoen-
coder based generative model for BP estimation using PPG with
the assumption that PPG signals strongly correlate with arterial
blood pressure. DDPM [29] is a generative model that mimics the
physical process of diffusion to create complex data distributions.
It operates on the principle of gradually removing noise from a
completely random distribution to generate structured data resem-
bling the target output when applied to blood pressure estimation
tasks.RDDM [69] is a new diffusion model developed to represent
the complex temporal dynamics of ECG signals.

4.2 Evaluation Metrics
We evaluate model performance using two metrics: Mean Abso-
lute Error (MAE) and Root Mean Square Error (RMSE). The results
will be calculated separately for SBP and DBP. The corresponding
formulas are as follows: MAE = 1

𝑁

∑𝑁
𝑖=1 |𝑦𝑖 − 𝑦𝑖 |, where 𝑦𝑖 is the

true BP value, 𝑦𝑖 is the predicted BP value, and 𝑁 is the number of
observations. Since MAE calculates the average of the absolute dif-
ferences between the predicted and actual BP values, it directly re-
flects the average deviation, providing an overall error level of the
PPGGmodel in BP estimation. RMSE =

√
1
𝑁

∑𝑁
𝑖=1 (𝑦𝑖 − 𝑦𝑖 )2, where

𝑦𝑖 , 𝑦𝑖 , and 𝑁 are defined as above. RMSE is the square root of the
mean of the squared errors, better capturing the impact of larger er-
rors.The squaring operation amplifies larger errors, making RMSE
more sensitive to them thanMAE. RMSE offers a better assessment
of the PPGG model’s performance in predicting extreme values.

5 RESULTS
5.1 Visualization
Figure 7(a) visualizes an example segment of PPG signals (PPGs)
and ECG signals (ECGs) from the two datasets, as well as the ECGs
generated fromPPGs by differentmodels, includingDDPM, RDDM
and PPGG. The ECGs generated by PPGG exhibit remarkably high
fidelity compared to the original ECG. ECGs generated by DDPM
deviate significantly from the original signals and exhibit greater
noise, failing to replicate the complex structure and frequency of
QRS waves. Additionally, while RDDM preserves much of the QRS
wave signal, there are still phenomena such as misaligned R-peaks
(especially in MIMIC II) and significant differences in amplitudes.
In stark contrast, PPGG maintains high fidelity in both the tem-
poral and frequency domains, accurately restoring signal charac-
teristics. Figure 7(b) compares the results with and without two
alignment modules. Both the scale-wise and frequency-wise align-
ment modules contribute to highly faithful peak restoration and
refinement of signal details.
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Table 2: Comparison of various generative models.

Dataset PTT-PPG MIMIC II
Method RMSESBP RMSEDBP MAESBP MAEDBP RMSESBP RMSEDBP MAESBP MAEDBP

CycleGAN [44] 10.42 8.26 8.15 4.87 8.78 5.48 6.32 3.89
GDCAE [61] 8.57 5.10 5.88 3.03 5.19 2.76 3.81 2.00
DDPM [29] 6.63 3.94 5.27 2.45 6.03 3.21 4.26 1.35
RDDM [69] 4.82 3.06 3.28 2.19 4.94 2.88 3.57 2.14
PPGG(Ours) 3.22 2.49 2.16 1.85 2.92 1.40 2.18 1.27

Table 3: Comparison of different end-to-end methods.

Method Test modality MAESBP MAEDBP
CNN [7] PPG & ECG 11.17 5.35
MLR [17] PPG & ECG 5.28 3.95
U-Net [42] PPG & ECG 2.12 1.79
SVM [33] PPG 11.64 7.62
NN [41] PPG 13.40 6.98
U-Net [42] PPG 8.39 5.87
LSTM [48] PPG 8.92 6.14
BiLSTM [39] PPG 7.85 4.42
PPGG (Ours) PPG 2.18 1.27

5.2 Overall Performance
As shown in Table 2, PPGG maintains its superiority across differ-
ent top-performing generative methods. On the PTT-PPG dataset,
it achievesMAESBP of 2.16 andMAEDBP of 1.85, alongwith RMSESBP
of 3.22 and RMSEDBP of 2.49. On the MIMIC II dataset, the higher
quality of the original signals leads to more accurate blood pres-
sure prediction, with an impressive RMSE of 1.40 for DBP, surpass-
ing other comparative models significantly. These observations in-
dicate that PPGG captures finer-grained signal features in ECG
generation.

Table 3 illustrates the performance comparison of different end-
to-endmodels for BP estimationwith theMIMIC II dataset. Among
the models tested solely with PPG, such as CNN, SVM, and NN,
PPGG demonstrates significant superiority, with an MAESBP of
2.18, far surpassing similar models. In models tested with both PPG
and ECG, PPGG maintains its advantage by utilizing PPG and the
corresponding generated ECG, outperforming most models such
as MLR [17] and CNN [7]. Although its MAESBP result slightly
trails U-Net, the difference is marginal, and PPGG possesses the
inherent advantage of requiring only PPG as input.

5.3 Comparing Different Blood Pressure
Estimators

In the blood pressure estimation section, we experiment with sev-
eral different models, including U-Net, LSTM, and BiLSTM. The
results are presented in Table 4. The best performing estimator is
BiLSTM. The average MAE for estimating SBP and DBP are 2.18
and 1.27 respectively. The reason behind is that blood pressure
is influenced by patterns within both past and future ECG signal
segments. Therefore, the BiLSTM-based BP estimator, which pro-
cesses information in both forward and backward directions, are

Table 4: Comparing different blood pressure estimators.

Test modality Estimator MAESBP MAEDBP
Ori.PPG U-Net 3.78 2.40
Ori.PPG + Gen.ECG U-Net 2.94 1.61
Ori.PPG + Gen.ECG LSTM 3.26 2.05
Ori.PPG + Gen.ECG BiLSTM 2.18 1.27

Table 5: Results of ablation study in the PTT-PPG dataset
(SA: scale alignment, FA: frequency alignment).

Method RMSESBP RMSEDBP MAESBP MAEDBP
w/o SA 4.15 3.17 3.03 2.18
w/o FA 3.48 2.62 2.38 1.96
w/o SA&FA 4.79 3.39 3.16 2.32
PPGG 3.22 2.49 2.16 1.85

well-suited for understanding these relationships, leading to more
precise estimations. In addition, the BiLSTM model excels at learn-
ing long-term dependencies, which is crucial for physiological sig-
nals like ECG and blood pressure that have long-range correlations.
Other models, such as traditional LSTM or simple feedforward net-
works, can not capture such dependencies as effectively.

5.4 Ablation Study
This section presents the effectiveness of the QRS adaptive search
module, the scale alignment module, and the frequency alignment
module.

QRS adaptive search. To evaluate the effectiveness of the QRS
adaptive searchmodule, we replace the ROIwindowused in RDDM
[69], which is fixed at 32, with the QRS adaptive search proposed in
this paper. By doing so, the average RMSESBP decreases from 4.94
to 4.68, and the average RMSEDBP decreases from 2.88 to 2.73 in
the MIMIC II dataset. This demonstrates that the QRS wave, being
the most prominent wave in the ECG and closely related to heart
contractions, adapts better to heart activity changes when dynam-
ically searching for the QRS range compared to a fixed window.

Scale alignment. This module is employed to ensure the high-
fidelity reconstruction of ECG signals, preserving both the position
of the R-peaks and the overall signal range of the original ECG.
As outlined in Table 5, upon removing the scale alignment mod-
ule, all metrics exhibit a noticeable deterioration, e.g., the average
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Figure 8: Results of cross-dataset validation.

RMSESBP increasing from 3.22 to 4.15 and the average MAESBP in-
creasing from 2.16 to 3.03. This underscores the crucial role of the
scale-wise alignment module in the reconstruction process.

Frequency alignment. Similarly, in data with higher levels of
noise, the frequency alignment module also plays a role. Upon its
removal, the average RMSESBP increases by 0.26. This is because
the frequency of R-peaks is crucial in noisy environments, serv-
ing as a key discriminator between noise and the original signal.
For example, when there is significant noise interference, within
the same time window, the number of R-peaks in the original ECG
signal and the generated ECG signal may differ. 𝐿position only en-
sures that the first𝑁min R-peaks remain aligned, while𝐿freq further
constrains the number of generated R-peaks.

5.5 Cross-dataset Validation
Cross-dataset evaluation serves to assess the generalizability and
efficacy of models across diverse data sources. The purpose of this
experiment is to ensure that the model does not excessively adapt
to the idiosyncrasies and particular characteristics of the training
dataset. In this experiment, we train PPGG using the MIMIC II and
PTT-PPG datasets, respectively, and compare their performances
using the other dataset. In the following, for simplicity, we refer to
the PPGG model trained by the MIMIC II dataset as PPGG-M, and
the one trained by the PTT-PPG dataset as PPGG-P. We extract
100 untrained data samples from MIMIC II and randomly divide
them into 10 equal validation submissions, i.e., 𝑠1 to 𝑠10. Similarly,
another 100 untrained data samples are extracted from PTT-PPG,
and divided into 10 validation submissions, i.e., 𝑠11 to 𝑠20. PPGG-M
and PPGG-P are validated with all the 20 submissions.

Figure 8 depicts the RMSE of the SBP estimation in the cross-
dataset validation experiments. Fig. 8(a) shows the performance
of PPGG-M on the MIMIC II and PTT-PPG datasets. Its average
RMSESBP on MIMIC II (the training dataset) is 3.43, and slightly in-
creases to 3.92 when the model is tested with the unseen PTT-PPG
dataset. Fig. 8(b) presents the performance of PPGG-P on the test
datasets. The average RMSESBP on PTT-PPG (the training dataset)
is 3.89, and increases to 6.56when validatedwith the unseenMIMIC
II dataset. We further look into the experiment details by examin-
ing the results from each of the validation submissions. Fig. 8(c)

Figure 9: Comparing the effectiveness of the generated ECG
and original ECG.

compares the performance differences of PPGG-M and PPGG-P on
𝑠1 to 𝑠10 (from MIMIC II dataset). It can be observed that PPGG-
P cannot sustain good performance when tested on the MIMIC II
dataset, and the RMSESBP is much higher than that of PPGG-M in
all the validation experiments with 𝑠1∼𝑠10. Fig. 8(d) presents the
performance of PPGG-M and PPGG-P on 𝑠11 to 𝑠20 (from PTT-PPG
dataset). Different from PPGG-P on the MIMIC II dataset, PPGG-
M can achieve comparable performance with PPGG-P when tested
on the PTT-PPG dataset, their RMSESBP keeps similar across all the
validations with 𝑠11∼𝑠20.

The performance differences of PPGG-M and PPGG-P are proba-
bly due to the different qualities of the two datasets. If trained with
a comprehensive dataset, like MIMIC II, PPGG exhibits promising
generalizability and transferability. While training with a limited
dataset like PTT-PPG can easily result in an over-fitted and unreli-
able model.

5.6 Generated ECG v.s. Original ECG
We evaluate the quality of the ECG signals generated by PPGG us-
ing a comparative experiment.The PPGGmodel used in this exper-
iment is trained by the MIMIC II dataset, and uses the PPG signals
in the test data (not used in the training phase) from the two pub-
lic datasets as inputs to generate ECG signals, and then compares
the quality of the generated ECG with the original ECG in the test
data.

We adopt several popular models from the literature to esti-
mate SBP using the generated ECG and the original ECG as in-
puts, respectively, and then compare their performance. Figure 9
compares the MAE of the estimated SBP with five different mod-
els, including SVM, NN, U-net, LSTM, and BiLSTM. The grey bar
represents the estimated results from the original ECG, while the
dark red bar represents the results from the generated ECG. Al-
though the performance of different models varies, it is evident
that whether using generated ECG or the original ECG signals, all
models yield consistent results when we compare the two signals.
Among the tested models, the best SBP estimation performance is
achieved by BiLSTM in both datasets. In the MIMIC II dataset, as
shown in Fig. 9(b), the generated ECG closely approximates the
performance of the original ECG. In the PTT-PPG dataset, as re-
ported in Fig. 9(a), the generated ECG surprisingly outperforms
the original ECG in most models, including SVM, U-net, LSTM,
and BiLSTM. The experiment results demonstrate PPGG’s power-
ful ability to generate high-quality ECG signals for BP estimation
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Table 6: Comparing blood pressure estimation using differ-
ent region-of-interest (QRS v.s. P-QRS-T).

Submission s1 s2 s3 s4
QRS (RMSESBP) 3.48 3.29 3.37 3.35

P-QRS-T (RMSESBP) 3.11 2.95 3.26 3.20

BP

time

Signals

meal time

PPG

ECG

10 mins 10 mins 10 mins 10 mins

continuous sampling

continuous sampling

Figure 10: Experiment setup in our case study.

with PPG signals as inputs. In noisy datasets, like PTT-PPG, the
generated ECG actually achieves even better results than the origi-
nal ECG.This implies that by utilizing the low-cost and convenient
PPG signals, PPGG can generate near-perfect ECGs for BP estima-
tion tasks, thereby achieving both high convenience and optimal
accuracy in BP monitoring.

5.7 More on QRS Adaptive Search
As discussed in Section 2, in addition to the QRS waveform, the P
wave and T wave in ECG are also intrinsically linked to blood pres-
sure. To verify the potential of adding the Pwave and Twave to the
region of interest (ROI) in the forward process, we extend the QRS
adaptive search, by incorporating the P wave and T wave, into the
P-QRS-T adaptive search. Specifically, we selected 200 sequences
that have distinct P waves and T waves on the MIMIC II dataset
for training and an additional 4 sequences for validation. Table 6
shows the results when we expand the ROI to include the complete
P-QRS-T waveform (while differentiating between all waveforms)
compared to selecting only the QRS segment. We see that the com-
plete P-QRS-T waveform is clearly more beneficial for blood pres-
sure prediction.

However, it is worth noting that these sequences, where the
complete P-QRS-T waveform in ECGs can be distinctly identified,
only constitute 1.53% of the 13,312 sequences in theMIMIC II train-
ing dataset. Training models solely on these few high-quality se-
quences greatly increases the likelihood of model overfitting, pre-
venting the model from learning the broad features of the data,
which results in low monitoring accuracy in practical applications.
In reality, the challenges of distinguishing between P waves and
T waves in ECG signals arise from various factors, including sig-
nal noise caused by the environment and equipment, the relatively
small amplitude of the ECG signal itself, waveform overlap during
tachycardia, limitations of ECG acquisition techniques, lack of ex-
perience in interpretation by operators, and physiological differ-
ences in the human body. These issues can lead to unclear or am-
biguous waveform characteristics in the ECG, affecting diagnostic
accuracy, which calls for future research efforts.

Table 7: MAE for the female participant over 3 days.

Day1 Day2 Day3
SBP DBP SBP DBP SBP DBP

MAE 4.93 3.86 4.98 3.83 4.87 3.85

Real  BP                  Estimated BP for female                   Estimated BP for male

Female

Male

(a)                                                            (b)                 
         

(c)                                                            (d)                 
         

Figure 11: The comparison of real and estimated blood pres-
sure throughout one day.

5.8 Real-world Case Study
To evaluate the continuous performance of PPGG in a practical
scenario, we conduct a case study in real-world environments. The
blood pressure of healthy individuals typically undergoes changes
within 30 minutes postprandially and gradually returns to base-
line levels. This is due to the activation of the digestive system and
the redistribution of blood to the gastrointestinal tract, resulting in
temporary blood pressure fluctuations.Therefore, we utilize a half-
hour interval before and after meals to investigate the sensitivity
and accuracy of PPGG in detecting blood pressure variations dur-
ing common daily eating activities. The experiment setup involves
three devices: a traditional cuff BP monitor (Omron) for measur-
ing blood pressure, a Polar device for collecting ECG signals, and
a Mi4 Smart Band device for collecting PPG data, as shown in Fig-
ure 10. The experiment procedure is as follows. The collection of
ECG and PPG data spans the entire duration of the experiment.
Blood pressure is measured at 10-minute intervals before and af-
ter the meal. We recruited two volunteers, a 29-year-old male and
a 26-year-old female. The two participants conducted data collec-
tion according to the aforementioned protocol. The man collected
data for a single day, while the woman collected data over three
consecutive days, focusing on lunch each day. The design of this
case study is intended merely to test the feasibility of continuous
monitoring using the model in real-world scenarios. As we have
conducted extensive experimental evaluation of our model on the
two public datasets, we believe the participation of two subjects is
sufficient for this purpose.

In this experiment, we train PPGG using both datasets and fine-
tune the model using only 5% of the collected PPG and ECG data
to better adapt to the characteristics and distribution of the new
dataset. Table 7 displays the daily measurement accuracy for the fe-
male tester. The MAE of SBP initially increases and then decreases
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on the 3rd day, while DBP consistently decreases over time. Over-
all, both SBP and DBP demonstrate that as time progresses, the ac-
curacy of the model improves. Figure 11 presents the detailed real
and estimated BP measurements for the 2 participants throughout
one day. The black square represents the real SBP and DBP value
collected by the cuff BP monitor and the triangles represent the
estimated BP using PPGG. Figure 11(a) and (b) show the estimated
BP for the female, with the MAE of SBP and DBP being 4.93 and
3.86, respectively. Figure 11(c) and (d) display the estimated blood
pressure for the male, with the MAE of SBP and DBP being 4.91
and 3.83, respectively. Notably, in the male DBP comparison, we
can see that the estimated valuesmore closely approximate the real
BP values. Overall, the MAE for both SBP and DBP of the male is
lower than that of the female. The performance of PPGG in this
real-world case study meets the standards for non-invasive sphyg-
momanometers, like the ISO 81060-2 standard [56] and the British
standard [11].

5.9 Model Size and Overhead
The PPGGmodel, with a size of 725.3MB and an inference memory
usage of approximately 1,442MB, contains a total of 168,245,600
parameters. The average inference time per instance is 304 ms, de-
rived from 500 inferences on a MacBook Pro 2023 laptop equipped
with an Apple M2 Pro chip and 16 GB of memory. To evaluate
the on-device performance of our model on mobile platforms, we
also tested it using the Samsung S23 Ultra mobile phone, which is
quipped with a Qualcomm Snapdragon 8 Gen 2 processor, 8 GB
of RAM, 256 GB of storage and a 5000 mAh battery, running An-
droid 13. The average inference time per instance is 1.45 seconds
based on 200 iterations. This opens up the possibility for real-time
blood pressure estimation and ECG generation directly on mobile
platforms, significantly enhancing accessibility for practical use.
In the future, we plan to further optimize the model for more ef-
ficient deployment on mobile devices and use embedded sensors
[82, 83, 85, 86] to enhance the framework.

6 RELATEDWORK
Blood Pressure Measurement. Blood pressure (BP) was initially
estimated indirectly through biomechanical andmathematicalmod-
eling. FK Forster et al. [19] introduced a theoretical model for os-
cillometric BP measurement, indicating that mean BP can be pre-
dicted from the oscillometric curve’s peak with adjustments for
cuff pressure waveform. Similarly, Ursino et al. [77] investigated
a mathematical model on the biomechanics of arterial walls under
external pressure, showing how tissue mechanics and blood flow
dynamics can impact BP measurements. Contrarily, KJ Kim et al.
[34] found that although the cuff pressure significantly deforms
the arm tissue, it does not similarly affect the artery wall. These
models often simplify the cardiovascular system and overlook in-
dividual variations, which leads to inaccuracies in BP estimation.

In addition to the PPG and ECG, several other features have
been utilized for estimating BP, such as Pulse Transit Time (PTT)
[20, 23, 55, 70], Pulse Wave Velocity (PWV) [26, 53, 74], and Ballis-
tocardiography (BCG) [12, 47, 68]. However, PTT is highly sensi-
tive to non-blood pressure factors and varies significantly among

individuals. PWV is strongly dependent on arterial elasticity, sug-
gesting that it can be influenced by factors like age, potentially
skewing BP estimates. Moreover, the accuracy of BCG is closely
linked to the quality of the measuring equipment and is suscep-
tible to distortions caused by physical movements, leading to in-
accurate BP assessments. Over the years, BP estimation has also
evolved from relying on a single model or modality to utilizing
multiple ones. Jain et al. [32] developed a system that employs var-
ious signals (ECG and PPG) to gauge BP. Ye et al. [84] introduced a
multi-model integration of classifiers for predicting BP levels. Nev-
ertheless, these methods still fall short in providing long-term, con-
tinuous, and convenient BP monitoring.
PPG-to-ECGConversion. PPG-to-ECG conversion works can be
divided into three categories: Bio-feature-based, CNN-based, and
generative model-based. Firstly, Banerjee et al. [8] and Tian et al.
[75] both focused on developing computational parametric models
to extract specific cardiac features from PPG signals for ECG recon-
struction. However, they failed to capture the nonlinear relation-
ship between the two domains. This issue was later investigated
through CNN-basedmodels. Reiss et al. [59] discussed a large-scale
application of CNN for heart rate estimation from PPG, which is
relevant for ECG reconstruction. To incorporate temporal informa-
tion, Chiu et al. [13] presented a transformed attentional convolu-
tional network model for converting PPG signals to ECG signals.
However, these methods do not consider the specific requirements
for blood pressure estimation, making them difficult to apply to
tasks requiring accurate BP estimation. CardioGAN [65] was the
first attempt to use generative models for direct PPG to ECG con-
version based on CycleGAN [13]. Empirically, they demonstrated
that the HR estimation from the generated ECG was significantly
better compared to the original PPG. Golany et al. [24] and Adib et
al. [3] generate ECGs from input noise to augment the available
ECG training set to enhance arrhythmia detection. RDDM [69]
is a diffusion model for cross-modal biosignal conversion. These
methods struggle with preserving critical details such as the R-
peaks, signal range, and QRS complex. These deficiencies impair
the model’s effectiveness in consistently and accurately monitor-
ing BP situations that require precise ECG signal interpretation. As
a result, they fail to effectively manage the substantial entropy re-
duction during the generation process, resulting in unsatisfactory
performance in estimating the blood pressure.

7 CONCLUSION
This paper proposes the first end-to-end diffusion model based
framework PPGG, which generates high-fidelity ECG signals with
PPG condition, for predicting blood pressure. PPGG incorporates
the QRS adaptive search module in the forward process and the
scale alignment and frequency alignment modules in the reverse
process, and achieves ECG-level performance for blood pressure
monitoring using only the low-cost and convenient PPG signal.
Extensive experimental evaluations on three datasets demonstrate
the superior performance of PPGG for blood pressure monitoring
and indicate PPGG’s ability to offer an effective solution for long-
term, continuous, and low-cost blood pressure monitoring. In the
future, we plan to further optimize the model for efficient deploy-
ment on mobile devices.
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